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Abstract—Software Defined Networking (SDN) is a promising architecture for computer networks that allows the development of complex and revolutionary applications, without breaking the backward compatibility with legacy networks. Programmability of the control-plane is one of the most interesting features of SDN, since it provides a higher degree of flexibility in network management: network operations are driven by ad-hoc written programs that substitute the classical combination of firewalls, routers and switches configurations performed in traditional networks. A successful SDN implementation is provided by the OpenFlow standard, that defines a rule-based programming model for the network. The development process of OpenFlow applications is currently a low-level, error prone programming exercise, mainly performed manually in both the implementation and verification phases. In this paper we provide a first formal classification of OpenFlow rules interactions into a single OpenFlow switch, and an algorithm to detect such interactions in order to aid the OpenFlow applications development. Moreover, we briefly present a performance evaluation of our prototype and how it has been used in a real-word application.

I. INTRODUCTION

Software Defined Networking (SDN) introduces a new architecture that separates the network control-plane from the network data-plane. Network equipment, i.e., network switches, is not involved in control-plane operations anymore: the control-plane is implemented in a separated device, usually called Controller, which communicates with network switches through well-established interfaces and protocols, introducing greater flexibility in the network, e.g., allowing the programmability of the control-plane. Programmability is actually one of the most important features of SDN: the control-plane behavior can be defined writing “network programs” that manage a set of switches, providing rich network applications and features. Programming the network, instead of configuring it, on the one hand gives a powerful tool to develop revolutionary applications, but on the other, it also increases the difficulty of providing efficient and reliable networks: the flexibility of a program, like in the case of classical computer software, can lead to errors that are even more complex to handle, given the inherently distributed and asynchronous nature of a network. In some way, SDN is bringing into computer networks the same shift that in past decades electronic devices had from special purpose machines, to general purpose ones. With SDN, the current special purpose network can become a general purpose, hence programmable, network. Programmability, in a new context like computer networks, calls for new programming models, tools and languages. In this sense, to continue with the general purpose computer metaphor, SDN is still in the “machine language” phase, where the programming languages are rudimentary, strictly connected to the hardware, and the main part of network programming is still performed manually, without the aid of any tool. In last years, OpenFlow [8] has been a successful SDN implementation. The Open Networking Foundation 1 (ONF), that is responsible for the OpenFlow specification, currently involves a number of academic and industrial partners, making OpenFlow a promising technology, with a good number of industrial players already implementing the specification in their products. OpenFlow uses a flow abstraction to describe the network behavior, with switches configuration described through the use of flow forwarding rules: control-plane programs are written in a traditional high-level programming language, e.g., Python or Java, to provide a set of entries to be installed at different switches’ flow tables (FT) as output. In this paper we present a set of definitions to characterize the interactions of entries installed in an OpenFlow switch, and an algorithm to automatically detect such interactions, with the aim of aiding the development and debugging of OpenFlow network applications. The paper is organized as follows. In section II we present related work. Section III introduces the OpenFlow switches programming model, while in section IV we present our contribution on the OpenFlow rules interaction definitions and in section V we introduce the algorithm we designed to detect such interactions with its evaluation. In section VI some possible application scenarios and a concrete use case are presented. In section VII we conclude and present future work.

II. RELATED WORK

OpenFlow network programming is a problem addressed in some other works. Frenetic [4] is a high-level language based on the functional programming paradigm, that provides the programmer with an omniscient, centralized view of the network. A run-time system, linked to the language, “translates” the high-level instructions in a set of low-level packet processing rules, and manages them interacting with network equipments. NetCore [7] is an evolution of Frenetic, that extends the high-level language and provides some improvement in the compilation algorithms and run-time system, trying to

1https://www.opennetworking.org/
speed up the network performance. To test the correctness of OpenFlow applications, NICE was proposed in [3]. NICE is a tool for automatic OpenFlow applications testing, that combines model checking and conciliatory execution to explore the state space of OpenFlow programs written for the NOX [5] controller platform. FlowChecker [1] uses manually built binary decision diagrams to encode OpenFlow rules and then applies model checking in order to detect OpenFlow switches misconfigurations. Header space analysis [6] is a technique that can be applied to OpenFlow networks to check if a given property, e.g., reachability between two nodes, is provided by the network: it requires the modeling, either performed manually or automatically, of transform functions for the box composing the network, in order to map the transformation to which a packet undergo when traversing such a network.

The definitions and the algorithms we present in this paper are targeted at identifying and automatically detect OpenFlow table entries interaction in a single switch, hence, our work can be seen as a basis for new OpenFlow tools targeted at applications development and debugging, that, differently from, e.g., [1], requires no representation conversion of the flow table entries (FTE). Moreover, our work aims at providing a semantic interpretation of the interactions among FTEs in the switch, in order to help the developer in discovering bugs or checking the behavior of its application at runtime. Differently from the reported verification techniques our approach is limited to a single switch, nevertheless, our tool points at the exact flow table entries in the switch that are interacting among them and provides a clear definition of the discovered interactions.

III. RULE-BASED PROGRAMMING

OpenFlow-enabled Switches (OFS) behavior is configured using FTEs, installed by means of the OpenFlow (OF) protocol [8]. A FTE is defined by the match set, that defines to which network flows the entry is applied, the action set, that defines the elaborations and the forwarding decision that must be applied to the matched flows, a priority, to relatively order among them the entries installed in a switch’s FT, and an expiration time, specified through the use of timeouts. According to the OF specification [9], only the highest priority FTE that matches a packet is applied to that packet.

Because of this definition, the switch behavior is dictated by the combination of all the installed FTEs. In fact, looking at a single FTE does not suffice to understand the behavior of the switch in respect to the flow identified by the match set of such FTE, since other FTEs, with higher priorities, can introduce a different behavior.

The problem is usually raised up in the process of developing an OF application, that is, basically the process of defining when, where and what FTEs have to be installed at managed OFSes. This issue can be even more problematic if we are trying to extend an already developed OpenFlow application, or if we are combining several applications at the same time.

IV. INTERACTIONS DEFINITION

To characterize the behavior of an OFS, we define FTEs interactions extending the work presented in [2]. An interaction is a particular relation between two FTEs. An interaction may be expected, i.e., the network programmer is aware that FTEs are interacting, or it may be raised by unexpected relations between FTEs, e.g., as result of a programming error. To define the possible interactions that can occur between two FTEs, we firstly define the relations that can be in place among match sets and among action sets. Then, based on such relations combination, we define FTEs interaction types.

A. Match sets relations

A match set is composed by a number of match fields. Typical match fields are l2 source [destination] address, l2 protocol type, l3 protocol type, l3 source [destination] address, etc. All match fields can have a wildcard as value, that means any value. Some match fields can have partially wildcarded values, e.g., an l3 address can be associated with a bitmask to specify which bits are wildcard. Because of the presence of wildcards, there are four different relations among two match fields of the same type. The relation between match field f0 and match field f1 can be one of the following: disjoint, when match fields have different values (f0 ≠ f1); equal, if f0 value is the same of f1 (f0 = f1); subset, if f0 value is a subset of the value of f1 (f0 ⊆ f1), e.g., f0 has a defined value, while f1 value is a wildcard; superset, when f0 value is a superset of the value of f1 (f0 ⊇ f1), e.g., f0 value is an IP address in the form 192.168.0.0/16, while f1 value is 192.168.1.0/24.

Using the defined match fields relations, we are now able to define the relations between two match sets. These relations can actually be described as classical relations among sets, anyway, we provide a formal definition of them based on the mutual relations of the match fields composing the match sets. We adopt this formal definition since it is the basis of our algorithm implementation. The relation between match set M0 and match set M1 can be one of the following:

Disjoint: M0 and M1 are disjoint if every field i in M0 is disjoint with the correspondent field in M1 (M0 ≠ M1);

\[ M_0 \neq M_1 \text{ if } \forall i \ f_0^i \neq f_1^i, f_0^i \in M_0 \land f_1^i \in M_1 \]

Exactly matching: M0 and M1 are exactly matching if every field i in M0 is equal to the correspondent field in M1 (M0 = M1);

\[ M_0 = M_1 \text{ if } \forall i \ f_0^i = f_1^i, f_0^i \in M_0 \land f_1^i \in M_1 \]

Subset: M0 is a subset of M1 if one field j of M0 is subset of the correspondent field of M1 and any other field i in M0 is equal or subset of the correspondent field in M1 (M0 ⊆ M1);

\[ M_0 \subseteq M_1 \text{ if } (\exists j) (f_0^j \subseteq f_1^j) \land \forall i \ (f_0^i = f_1^i) \lor (f_0^i \subseteq f_1^i)) \]

\[ i \neq j \land f_0^j, f_0^i \in M_0 \land f_1^j, f_1^i \in M_1 \]

Superset: M0 is a superset of M1 if one field j of M0 is superset of the correspondent field of M1 and any other field i in M0 is equal or superset of the correspondent field in M1 (M0 ⊇ M1);
An action set contains zero or more actions. An action has a type and a value, typical action types are forward to port X, rewrite network source [destination] address, pop [push] VLAN tag, etc. An action can be equal, related or disjoint in respect to an other action. An action $a_0$ is equal to an action $a_1$ $(a_0 = a_1)$ only if they have the same types and values, if the types are equal but values are different, the actions are related $(a_0 \sim a_1)$. An action $a_0$ is disjoint from action $a_1$ $(a_0 \neq a_1)$, if their types are different. Depending on the relations of the contained actions, the relation between action set $A_0$ and action set $A_1$ can be one of the following:

**Disjoint:** $A_0$ is disjoint from $A_1$ if for any action in $A_0$, such an action is disjoint from any action in $A_1 (A_0 \neq A_1)$:

$$A_0 \neq A_1 \text{ if } \forall i,j a_0^i \neq a_1^j, a_0^i \in A_0 \wedge a_1^j \in M_1$$

**Related:** $A_0$ is related to $A_1$ if there is at least one action from $A_0$ that is related to an action of $A_1 (A_0 \sim A_1)$:

$$A_0 \sim A_1 \text{ if } \exists \forall i,j (a_0^i \sim a_1^j, a_0^i \in A_0 \wedge a_1^j \in M_1)$$

**Subset:** $A_0$ is a subset of $A_1$ if all the actions contained in $A_0$ are equal to actions contained in $A_1$, and $A_1$ contains more action than $A_0 (A_0 \subset A_1)$:

$$A_0 \subset A_1 \text{ if } \forall i,j a_0^i = a_1^j \wedge |A_0| < |A_1|, a_0^i \in A_0 \wedge a_1^j \in M_1$$

**Superset:** $A_0$ is a superset of $A_1$ if all the actions contained in $A_0$ are equal to actions contained in $A_1$, and $A_0$ contains more action than $A_1 (A_0 \supset A_1)$:

$$A_0 \supset A_1 \text{ if } \forall i,j a_0^i = a_1^j \wedge |A_0| > |A_1|, a_0^i \in A_0 \wedge a_1^j \in M_1$$

**Equal:** $A_0$ is equal to $A_1$ if all the actions contained in $A_0$ are equal to actions contained in $A_1$, and $A_0$ and $A_1$ contains the same number of actions $(A_0 = A_1)$:

$$A_0 = A_1 \text{ if } \forall i,j a_0^i = a_1^j \wedge |A_0| = |A_1|, a_0^i \in A_0 \wedge a_1^j \in M_1$$

### C. Interaction types

To define interactions between two FTEs we look at entires’ priorities, match sets relations and action sets relations. Considering a FTE $R_x$, with match set $M_x$ and action set $A_x$, and a FTE $R_y$, with match set $M_y$ and action set $A_y$, assuming that $R_x$ priority is always smaller than $R_y$ priority (If it is not the case we will explicitly point it out). The interaction between $R_x$ and $R_y$ can be of one of the types listed in table I. Here we provide a brief description of them:

#### Duplication: assuming that the priorities of two entries are equal, they are duplicated if they have the same match and action sets.

#### Redundancy: redundant FTEs have the same effect on the subset of flows matched by both entries, hence, in some conditions (e.g., no interactions with third rules), depending on the entries priorities, one of the entries could be deleted without affecting the datapath behavior, or the entries could be aggregated.

#### Generalization: entries have different actions, but $R_x$ matches a superset of the flows matched by $R_y$. So, action set $A_x$ will be applied to flows matched by $M_x \cap M_y$, while to the flows matched by $M_x - M_y$ the action set $A_x$ will be applied.

#### Shadowing: if $R_x$ is shadowed by $R_y$, then $R_y$ is never applied, since all the flows are matched by $R_y$ before that $R_x$ is examined.

#### Correlation: the FTEs have different match sets, but the intersection of these match sets is not void, so, to flows that are in the intersection only higher priority entry’s action set $(A_y)$ will be applied. Note that this interaction is different from the shadowing interaction, since for some flows the lower priority entry $(R_x)$ is still applied.

#### Inclusion: inclusion interaction is similar to shadowing. The lower priority entry is never applied “as is”, but its actions are still applied in combination with the actions of another entry (of higher priority). I.e., $R_x$ is never applied, but, since the...
action set $A_x$ is a subset of the action set $A_y$, the actions of $A_x$ are still applied, but only in combination with the actions of $A_y$.

**Extension:** extension interaction is similar to generalization. An entry with lower priority is extending the action set applied by another entry, adding more actions. Only to the flows matched by $M_x - M_y$ the extended actions are applied.

V. INTERACTIONS DETECTION

To detect the interactions presented in previous sections, we designed an interactions detection algorithm (IDA). The algorithm takes two entries, $R_x$ and $R_y$, assuming $\text{prio}(R_x) \leq \text{prio}(R_y)$, and detects the interaction generated by the composition of the entries. We assume that $R_x$ and $R_y$ are data structures containing all the information we need regarding a FTE, i.e., match set, action set and priority. The algorithm uses two auxiliary algorithms to find match sets and action sets relations, respectively, these algorithms are represented by the functions $\text{matchset} \_ \text{relation}(R_x, R_y)$ and $\text{actionset} \_ \text{relation}(R_x, R_y)$.

Algorithm $\text{matchset} \_ \text{relation}(R_x, R_y)$ finds the relation between match sets, by firstly comparing match fields one by one, using the $\text{compare} \_ \text{fields}(R_x, R_y)$ function. Then it cycles among the fields’ relations to evaluate the match sets relation, by applying a state machine where each state corresponds to one of the match sets relation (plus “undetermined”) and transitions corresponds to match fields relations \(^2\).

Algorithm $\text{actionset} \_ \text{relation}(R_x, R_y)$ is not presented in these pages, since its implementation is simpler and can be easily derived by the definitions of action sets relations presented in previous sections.

Algorithm $\text{interaction} \_ \text{detection}(R_x, R_y)$ uses the just defined functions to apply the interaction types definitions in order to find if the FTEs generate an interaction and, in that case, which type of interaction. We implemented a prototype of our algorithm in Python, integrating it into the NOX controller platform [5]. We performed a first evaluation of our implementation using randomly generated FTEs sets. We generated FTE sets defining three parameters: (i) number of entries in the set, (ii) number of non-wildcard match fields, (iii) probability of generating the same value for match fields belonging to different entries. This last parameter provides a mean to set the number of interactions in the FTEs set, e.g., a low probability corresponds to fewer interactions in the set. Action sets were also generated randomly, selecting from 1 to 3 actions per action set. For each FTEs set, we run the algorithm several times to extract a mean of the running times. The testbed machine is an Ubuntu Linux virtual machine, equipped with 2 GB of RAM and running on a dedicated cpu-core of an Intel CPU E7600 @ 3.06GHz. The execution times are shown in figure 1: our first implementation is providing a linear increasing of the execution time with the growing of the FTEs set dimension. Moreover, the greater is the number of wildcard match fields, the lower is the execution time. Interestingly, the current implementation provides better performance when the number of interactions in the rule set is bigger (Right graph of figure 1).

VI. USE CASES

The algorithm and the interactions definition we provided in this paper can be used as a basis for OpenFlow network

---

\(^2\)We are using a “foreach” notation in this for cycle, putting in the field variable, one by one, any value found in the match fields variable, that contains a list of the all possible fields name
development methodologies and for tools targeted at aiding OpenFlow network programming, analysis, switches management and optimization, etc. In this section we briefly describe some possible applications, then, we present a concrete use case. During the development of an OpenFlow application, the IDA can be used as debug tool to verify the interactions among entries installed in a switch. In the simplest cases, it can point out entries duplications and redundancies, reducing any overhead in the developed application, or it can detect unexpected FTEs interactions that would lead to the wrong handling of some traffic flows. IDA could also be integrated in advanced controller platforms as a mean to analyze FTEs in order to provide some forms of automation in FTEs management. E.g., rejecting duplicated entries, reordering entries’ priorities to avoid shadowing, FTE splitting to avoid redundancy and correlation, etc. An advanced controller would require more work on the semantic part of the entries management, but the interactions detection algorithm is the enabling technology to analyze FTEs interactions. A different application would be the use of IDA to compare a FTE against a set of FTEs that is used as an admission control policy. Specifying the allowed interactions with the given policy FTEs set, a FTE can be checked to be admitted or not. Complex policies can specify which operations are allowed on which flows, using properly specified FTEs set and allowed interactions. As last application example, the IDA can be used to optimize the FTEs installed in a switch. FTEs can be checked against other FTEs to find interactions, and, in case, they can be rewritten to split or aggregate them for a better use of the switch hardware resources (E.g., some switches have multiple flow tables with different properties). Clearly, we presented only a few examples of possible IDA exploitations. In the following part of this section we briefly introduce a concrete application for the development of a real OpenFlow network application.

A. Extending an OpenFlow application

Follow-Me Cloud (FMC) is a technology, developed at NEC Laboratories Europe, that provides mobility features in a TCP/IP network for both users and services, maintaining all the ongoing network connections active. FMC is applied to a TCP/IP network in which L2 access networks are connected to a “core” network, that provides connectivity among them, through OpenFlow-enabled switches (OFS). To provide mobility to a mobile node (MN) that is changing its access network from an “home” to a “foreign” network, FMC requires that a new IP address, belonging to the foreign network, is assigned to MN to work as “locator”. The original IP address of MN, that belongs to the home network, is still used by MN itself and by any node that is communicating with MN, since it works as “identifier”. When a network node (we call such a node correspondent node or CN in short) sends a packet to MN, it uses the identifier address as destination address. The OFS connecting the CN’s network (CNet) to the core network performs an address translation, to substitute the identifier with the locator address. When the packet reaches the foreign network, the OFS at the edge of such network performs a new translation, substituting the locator with the identifier, in order to deliver the original packet to the MN.

The current FMC implementation uses NOX [5] as controller platform. To make deployment of FMC in a TCP/IP network as easy as the placement of OFSes at the edge of L2 access networks, we decided to extend an OpenFlow learning switch application with FMC functionalities. A learning switch (LS) application provides Ethernet Switch functionalities, by learning MAC addresses and associating them with switch ports. LS installs proper FTEs to forward to the correct port a packet with a given destination MAC address. Rules 3 and 4 from table II are a typical example of two rules installed by the LS application, to provide connectivity among a node X and the gateway of the X’s network (routerA). OFSes are controlled by the learning switch application, ensuring traditional TCP/IP operations, while only the flows directed to mobile nodes are handled by FMC-related FTEs. As an example, the addition of FMC to a CNet’s OFS requires that a destination address translation is performed on any flow destined to an identifier address. At the same time, a source address translation must be performed on any flow with locator as source network address (See rules 1 and 2 from table II). We have to ensure that
<table>
<thead>
<tr>
<th>#</th>
<th>Matching criteria</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MAC&lt;sub&gt;routerA&lt;/sub&gt;</td>
<td>set NW&lt;sub&gt;DST&lt;/sub&gt;: locator; out: PORT&lt;sub&gt;routerA&lt;/sub&gt;</td>
</tr>
<tr>
<td>2</td>
<td>MAC&lt;sub&gt;x&lt;/sub&gt;</td>
<td>set NW&lt;sub&gt;SRC&lt;/sub&gt;: identifier; out: PORT&lt;sub&gt;x&lt;/sub&gt;</td>
</tr>
<tr>
<td>3</td>
<td>MAC&lt;sub&gt;routerA&lt;/sub&gt;</td>
<td>out: PORT&lt;sub&gt;routerA&lt;/sub&gt;</td>
</tr>
<tr>
<td>4</td>
<td>MAC&lt;sub&gt;x&lt;/sub&gt;</td>
<td>out: PORT&lt;sub&gt;x&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

FMC-related FTEs are not shadowed by LS-related FTEs. Our FMC implementation uses the interactions detection algorithm to guarantee that newly installed rules are always involved in generalization interactions with LS-related FTEs, i.e., LS-related FTEs are generalizing FMC-related FTEs. The algorithm has been integrated into the FMC OpenFlow Controller and it is used as a runtime tool, to define the required priority value to assign to newly generated FTEs, and as debug and validation tool, to check the absence of shadowing interactions into switches.

VII. CONCLUSION AND FUTURE WORK

In this paper we presented a formal definition for the interactions of entries installed in a OpenFlow Switch’s flow table, an algorithm for the automatic detection of such interactions and we showed how the algorithm has been used to develop a real OpenFlow application. Furthermore, we evaluated our prototype implementation of the proposed algorithm to understand the actual applicability in other real-world scenarios. Our evaluation shows that the dimension of the managed entries set can limit the applicability of the algorithm as a runtime tool for the definition of a complex management policy, since the execution times, when the number of entries is in the order of thousands, can negatively affects the network performance. Anyway, the algorithm is well suited for the development phase of OpenFlow applications, e.g., as debug tool, or in applications where the number of managed FTEs per switch is no more than a few hundreds, which is a dimension currently in line with most hardware OpenFlow switches’ flow table size. In future work we plan to improve the algorithm execution times by exploiting, e.g., smart ordering of entries or FTEs set reduction strategies. Moreover, we are extending its applicability to the detection of network-wide FTEs interactions.
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